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**Problem statement:**

The traditional Markowitz model, when given too large a dataset, faces practical difficulties, such as numerical instability and sensitivity to perturbations/noisy data. We attempt to solve this problem by curating and filtering through a superset of assets using graph sampling methods.

**Approaches:**

Using publicly available equity data as the superset, we will:

* Construct stock network using similarity measures (e.g. correlation) for the superset
* Down-sample the stock network defined by such similarity scores
* Further sift through the down-sampled network using graph clustering algorithms, such as k-spanning tree, highly connected subgraph, maximal clique and kernel k-means clustering.
* Construct portfolios using the down-sampled set of stocks, and compare its performance with the market portfolio

**Criteria of success:**

* Gain insight into the equity market, with the help of graph clustering algorithms. For instance, the centrality of the equities, so we can reduce correlation and reduce diversity.
* Down-sample a subset of stocks that captures the salient graph/network properties from our predefined “stock universe”
* Construct a sparse portfolio with low tracking error and information ratio on par with a common index, e.g. S&P500.
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